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Abstract

In order to build an intelligent autonomous football exercise system, this paper
proposes a multi-level three-dimensional full convolutional network to
segment the neuron football image according to the characteristics of neuron
football image. In order to alleviate the problem that the segmentation
prediction result generated by the network is biased to the background area
and the foreground area is lost or only part of the foreground area is detected,
the dice coefficient is introduced to calculate the overlap between the
foreground class and the standard class and maximize this. For three-
dimensional neuron football sports images, in order to detect three-
dimensional breakpoints more conveniently, first analyze the two-dimensional
slices. In addition, for two-dimensional neuron football motion image slices,
two-dimensional high-curvature points are detected by using the covariance
matrix eigenvalues of points on the curve segment and used as the initial
screening of breakpoint candidate points. Finally, this paper applies the
convolutional neural network to the autonomous football exercise system,
researches the robot's action recognition and machine vision, builds an
autonomous football exercise system based on the convolutional neural
network, and analyzes and simulates its process. The research shows that
the autonomous football exercise system based on convolutional neural
network proposed in this paper has a certain degree of intelligence.

Keywords. Convolutional neural network, autonomous football, sports training,
exercise system
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1. INTRODUCTION

Football, as a sport with high popularity and wide participation in the
world sports, has received extensive attention from all walks of life (XU et al.,
2021). On the basis of a suitable development environment provided by the
country and society, how to improve the level of skills and tactics has become
an urgent problem for high-level football teams.

High-level football players are the backbone of the revitalization of
football sports, and the importance of their tactical training is self-evident. The
tactical training of high-level football players basically continues the uniform
training program, that is, the high-level football players in the same queue are
trained in a uniform way. In the training, the physical training method is
relatively simple, and the technical and tactical training is only It is only
temporarily guided by coaches on the field, and the proportion of tactical
awareness training is even negligible. Under this training mode, it is difficult
for high-level football players to achieve significant tactical improvement, and
they cannot effectively improve their football tactics. This is for the
revitalization of football in China. As for the development of high-level football
players, there is an urgent need to improve the current tactical training mode.

How to cultivate and improve high-level football team tactical
awareness has always been an important topic in football tactical training. In a
football game, the use of tactics mainly depends on the opponent's
understanding, analysis and judgment before the game, and then careful
tactical arrangements. At the same time, it requires on-the-spot command
during the game and the tactical cooperation of the players on the field.
Football matches change rapidly. No matter how detailed the pre-match
deployment and how timely and correct the on-site command is, it is
impossible to accurately predict and arrange the deployment of every action
and decision on the field before the match. Therefore, it is extremely important
to rely on cultivating strong tactical awareness of the players on the field.

Based on the above analysis, this paper applies the convolutional
neural network to the autonomous football exercise system to improve the
autonomous exercise effect of football and provide corresponding theoretical
references for the further development and promotion of football.

2. Related work

As an important branch of artificial intelligence, distributed artificial
intelligence has become a research hotspot in recent years. Its research can
be divided into: distributed problem solving (Szlics & Tamas, 2018) and multi-
agent systems (Gu et al., 2019). DPS focuses on information management,
including task decomposition and distributed processing (Nasr et al., 2020).
MAS takes human society as a reference target, and focuses on the study of
collective intelligent behavior (Thanh & Céng, 2019). MAS is a self-organizing
system composed of multiple Agem based on a certain coordination
mechanism. The problem to be solved is the knowledge processing problem
of distributed multi-agent communication and coordination in a real-time
manner in a complex dynamic environment. Because MAS can reflect the
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intelligence of human society better than DPS, and is more suitable for an
open and dynamic environment, it has received more and more attention
(Petrov et al., 2018). Robocup, the Robot World Cup football game, is a
typical multi-agent system. Each robot player is composed of one agent, and
the changes in the system are caused by the interaction between multiple
agents. The purpose of hosting RoboCup robot soccer game is to promote the
research and development of distributed artificial intelligence, intelligent
robots and intelligent control technology (Hua et al., 2020). RoboCup provides
a standard task to encourage researchers to make full use of various
technologies and obtain better solutions. Compared with artificial intelligence
problems such as computer chess, robot football games are more
challenging. The participating robot soccer team consists of multiple robots
that move quickly in a dynamic environment. The main feature is a distributed
and real-time dynamic environment (Aso et al., 2021).

The classic method of building an Agent is to regard it as a special
knowledge system, that is, to realize the representation and reasoning of the
Agent through the method of symbolic artificial intelligence. This is the so-
called deliberate agent. The biggest feature of deliberate agent is to regard
the agent as a consciousness system. One of the purposes of Agent-based
systems designed by people is to use them as intelligent agents for human
individuals or social behaviors. Then, the Agent should be able to simulate or
show the so-called conscious attitudes of the designer, such as beliefs,
desires, intentions, goals, commitments, responsibilities, etc. (Mehta et al.,
2017).

Literature (Liu et al., 2018) proposes to use belief (Belief), desire
(Desire), intention (Intention) to represent Agent. Literature (Ershadi-Nasab et
al., 2018) describes beliefs from a cognitive perspective, and believes that
beliefs are an agent’s estimation of the current world conditions and the
possible behavior routes that may be taken to achieve a certain effect;
Literature (Nie et al., 2018) describes desires from an emotional perspective,
which considers desires It describes Agem’s preferences for the future state
of the world and possible behavioral routes; the literature (Nie et al., 2019)
describes intentions from the perspective of intention, thinking that goals are a
subset of desires, but there is no commitment to take specific actions, if one
or Some goals are promised, and these goals are intentions. Literature
(Zarkeshev & Csiszar, 2019) proposed a series of BDI logics to describe
Agent consciousness, using three modal operators to describe beliefs, desires
and intentions.

Due to the characteristics and limitations of symbolic artificial
intelligence, such as the immaturity of the formal system of the deliberate
agent, and the tools used to express the consciousness and attitude of the
agent have not been finally unified, this has brought many unresolved and
very difficult agents to the deliberate agent. Problems that are difficult or even
impossible to solve, so researchers have proposed reactive agents (McNally
et al., 2018). Literature (Diaz et al., 2021) believes that Agent should depend
on perception and action, and thus proposes a "perception-action" model of
agent's intelligent behavior. At this time, the Agent does not need knowledge,
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representation, or reasoning. Agem can step by step just like humans.
Evolution, Agem's behavior can only be manifested in the interaction between
the real world and the surrounding environment. Literature (Bakshi et al.,
2021) proposed a sub-premise structure, which is a hierarchical structure
composed of behaviors (behaViors) used to complete the task. These
structures compete with each other to gain control of the robot.

3. Application of multi-level 3D full convolutional network based on
improved V-Net in football image recognition

V-Net is a kind of fully convolutional network, and its network structure
is similar to U-Net, as shown in Figure 1. The main innovation is that the
research object of V-Net is three-dimensional medical football sports images,
and it directly uses the three-dimensional convolution kernel to extract the
features of football sports images. At the same time, it handles the imbalance
between the foreground area and the background area very well, and uses an
end-to-end processing method (Colyer et al., 2018).

Enter the
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Figure 1. V-Net structure diagram

In the network, the convolution operation is often used to extract the
features in the sample data, and an appropriate step size is used to reduce
the resolution. The compressed path on the left is encoded, and the expanded
path on the right is decoded to ensure that the input and output sizes are
consistent. In the network, the convolution uses proper padding (Padding),
and the PReLu nonlinear activation function is applied after the convolution
operation.

Each level of the encoder on the left is composed of multiple
convolutions, and the resolution of each layer is not consistent. At the same
time, the input and output of each layer are added. In this stage, a 5x5%5
convolution kernel is used, and a downsampling with a step size of 2 and a
convolution kernel of 2x2x2 is used between each level to reduce the
resolution, so that the obtained The size of the feature map is halved, and the
number of channels in the feature map is doubled. The replacement of
pooling operation is beneficial to the subsequent network layer while reducing
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the size of the input signal and expanding the range of the feature receptive
field (Sarandi et al., 2020).

Similar to the basic concept of V-Net, the architecture model of the
multi-level 3D full convolutional network is shown in Figure 2, and the
convolution kernel size and input size of each layer are shown in Table 1.
There are also two paths in the network, which are composed of an encoder
(left) and a decoder (right). In the left path of the neural network, down-
sampling is performed at the end of each layer to reduce the size of the input
signal and increase the receptive field of the subsequent network layer
calculation features. In the path on the right, the features extracted from the
same level on the left are combined to collect more information and details.
The integration of features at different levels helps to learn enough football
sports image features. Similar to the left path, upsampling is used to increase
the size of the input football motion image to maintain the same size as the
left horizontal layer. The last layer uses a full convolution with a convolution
kernel size of IxIx|, which can produce an output of the same size as the
input, and then the feature map calculated by this layer is converted into the
probability segmentation of the foreground and background area through the
Softmax function (Azhand et al., 2021).

Output segmentation diagram
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Figure 2. Structure diagram of multi-level three-dimensional full convolutional network

Table 1. Convolution kernel size and input size in the network

Number of network . Convolution
Input size Type .
layers kernel size
3D convolution
. ! 7x7x3(32)
First layer 64x64x32 Downsar_nphng and 2x2x2(32)
upsampling
3D convolution
! 7x7%3(64)
Second layer 32x32x16 Downsar_npllng and 2x2x2(64)
upsampling
3D convolution
. ! 7x7%3(128)
Third layer 16x16x8 Downsar_nplmg and 2x2%2(128)
upsampling
Fourth layer 8x8x4 3D convolution 7x7x3(32)

There is a layered structure in the Inception model, and the initial
design is shown in Figure 3. The first layer is connected to the input, and after
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the lower layer (the layer close to the input), different sizes of convolution
kernels are used to process different sizes of receptive fields, and finally
features of different scales are merged. The output convolution kernels are
connected together to form the input of the next stage. Among them, the use
of convolution kernel sizes of 1x1, 3x3, and 5x5 is to facilitate feature fusion,
and adding a pooling operation in each stage is conducive to the realization of
the Inception model (Xu & Tasaka, 2020).

Figure 3. Initial Inception model

However, the stacking of Inception models on top of each other will
result in different output data. When obtaining high-level abstract features, the
spatial aggregation ability will be reduced. This indicates that the ratio of 3%3
and 5x5 convolution kernels should increase with the increase of the number
of layers. When the output of the pooling layer is merged with the output of
the convolutional layer, it will lead to an increase in the number of outputs,
which will easily lead to a sharp increase in the amount of calculation of the
network module. Therefore, a 1x1 convolution kernel is used for
dimensionality reduction, and the Inception model for dimensionality reduction
is shown in Figure 4.
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Figure 4. Inception model for dimensionality reduction
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The Inception model is introduced into the down-sampling of the multi-
level 3D full convolutional network to process neuron football images of
different sizes. The multiple convolution kernels of different sizes used in the
Inception model ensure that the information hidden on different scales can be
processed at the same time. As shown in Figure 5, in each Inception model,
different convolution kernels are used, including 3x3x3 convolution kernels
and 5x5x5 convolution kernels to fit different football sports image size and
reduce dimensions (Li et al., 2020).

Figure 5. Inception model in a multi-level three-dimensional full convolutional network

This can also significantly increase the number of convolution kernels
at each stage. In the subsequent stages, the network will not lose control due
to increased computational complexity.

In the field of deep learning, it is easier for the network to learn the
features and information of the part with a larger proportion of data samples
during the training and learning process, and it is easy to ignore the features
and information of the part with a smaller proportion.

In the V-Net network, this paper considers that the proportion of the
target area in the medical football sports image is small. In order to alleviate
the problem that the segmentation prediction result generated by the network
is biased to the background area and the foreground area is lost or only part
of the foreground area is detected, this paper introduces the Dice Coefficient
to calculate the overlap between the foreground class and the standard class
and maximize this. The Dice coefficient is shown in equation (1).

Lo 2P
Zjvpz‘erZjvgf (1)
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Among them, p; represents the probability of the predicted class, g;
represents the probability of the standard class, and N represents the total
number of pixels. We differentiate the predicted j-th pixel to obtain the gradient
as in formula (2).

ap_/‘ (Zjvpiz +Z‘“V gl.2 )2

[ £lZ 7 el o0 50
(2)

Combined with the objective function of the Dice coefficient, it is
possible to achieve a better balance effect and final result without assigning
loss weights to different types of samples. However, due to the square term in
the denominator of the derivative, a larger gradient may be obtained in the
calculation, which affects the stability of training.

For the research object of the three-dimensional neuron football motion
image stack in this paper, because the background area occupies a much
larger proportion than the foreground area, the number of foreground pixels
and background pixels is obviously unbalanced. Therefore, if the foreground
class and the background class are treated equally in the loss function
calculation, the network will mainly capture the characteristics of the
background area and ignore the information of the foreground area. In order
to solve this unbalanced problem, a weighted cross-entropy loss function is
used in the training process of the network, which is defined as shown in
equation (3).

L(6)= _“Z log(#y (3,)) - B log (1=, (1,))
i=Y, i=Y. 3)

Among them, Y, and Y_ represent foreground pixels and background
pixels, respectively, and « and 3 are used as weights to balance the uneven
number of foreground and background categories. hg(y;) represents the
probability map generated by executing the Sigmoid function, as shown in
equation (4).

I
h(9)=——
) l+e " (4)

For the three-dimensional neuron football motion image. In order to
detect three-dimensional breakpoints more conveniently, we first analyze the
two-dimensional slices. For the research object at this stage, that is, the three-
dimensional neuron segment, detecting the breakpoint of the three-
dimensional neuron is to detect the terminal point of the neuron segment.
Therefore, it is consistent with the detection object of the multi-scale ray
emission model. For the two-dimensional neuron football motion image slice,
the two-dimensional high curvature points are detected by the eigenvalues of
the covariance matrix of the points on the curve segment, and they are used
as the initial screening of the breakpoint candidate points.
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Figure 6. Flow chart of neuron breakpoint detection

As shown in Figure 7, (a) is a two-dimensional ray burst model, and (b)
is a three-dimensional ray burst model. The two-dimensional ray burst model
is relatively simple. It mainly rotates a single ray in equal angle increments in
the plane to form a two-dimensional sampling core. In the three-dimensional
ray burst model, the regular polyhedron is subdivided recursively to generate
a three-dimensional sampling kernel, and try to make the end points of the
sampling kernel evenly distributed on the unit sphere. In theory, the larger the
number of sampling cores, the more accurate the result will be, but it will also
result in a decrease in the running speed of the algorithm. Therefore, the
researcher needs to comprehensively consider the accuracy and speed, and
select the appropriate number of sampling cores (rays).

(a) Two-dimensional ray burst model

(b) Three-dimensional ray burst model

Figure 7. Two-dimensional ray burst model and three-dimensional ray burst model
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A two-dimensional Ray-Shooting model is proposed to detect the
terminal points in a three-dimensional neuron football motion image. The main
steps are shown in Figure 8. Firstly, the two-dimensional football image of
each layer in the three-dimensional neuron football image is studied, and the
high curvature points detected in the edge of the two-dimensional football
image are used as the candidate points of the terminal points in the two-
dimensional football image.

Subsequently, the ray emission model is used to screen the two-
dimensional terminal points, so as to obtain the two-dimensional terminal
points and use them as the candidate points of the terminal points in the
three-dimensional neuron football motion image. The gray level changes of
the three-dimensional terminal points in each layer of the two-dimensional
football image slice have certain rules. That is, two-dimensional peripheral
points can be detected on the same horizontal and vertical coordinates in
adjacent slices, and their gray values show a decreasing trend to the
background area.

Therefore, detecting whether there is a terminal point at the same
position in the adjacent slices of each two-dimensional terminal point, and
gathering the regular two-dimensional terminal points to complete the
detection of the three-dimensional terminal point.

~BRHurs w i rsurs s b Jeded | F}[ Arjacar nepecton M 30 end

Figure 8. The flow chart of the ray emission model to detect the three-dimensional terminal
point

The two-dimensional ray emission model starts from a certain node and
emits multiple rays of equal length to the surroundings at equal angles. As
shown in Figure 9, a ray with more than half of the pixels in the foreground
area is called a foreground ray, as shown by the ray composed of purple dots
in the figure.

In contrast, rays with more than half of the pixels in the background area
are called background rays, as shown by the rays composed of orange dots in
the figure. The ray emission model mainly uses the information provided by
the foreground rays and the background rays to detect the peripheral points.

(a) Schematic diagram of foreground rays
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(b) Background rays

Figure 9. Schematic diagram of foreground rays and background rays

For the point of interest P, we assume that there are M rays in the ray
emission model, each ray has N points, and the ray length is N, then the
average grayscale intensity A(i) of each ray is shown in equation (5) .

221 (i,7)
A(i) =-’*T )

Among them, i=1:M, j=1:N, and I(i,j) represents the pixel value of the
point on the ray. At this time, the maximum average gray-scale intensity M, of
the rays is shown in formula (6).

M, :mlax(A(i)) )

We set the threshold To. If the maximum value M, of the average gray
intensity of the ray is not greater than the threshold To, the point of interest is
regarded as the background point. that is, the pixel point (noise or non-front
spot) located in the background area.

Conversely. if the maximum average gray-scale intensity M; of the ray
is greater than the threshold To, this paper sets a threshold T = M; X R to
determine whether the ray is a foreground ray, where R € (0,1). If the
maximum value M, of the average gray intensity of the ray is greater than the
threshold T, then the ray is a foreground ray. Otherwise, it is a background ray.
At this time, the set Q and the set size n of the foreground rays are shown in
equation (7).

{Q:{i|A(i)>T,i=1:M}

From this, the maximum angle MA formed by the foreground ray of the
point of interest P can be calculated, as shown in equation (8).

MA = pgéi)e(Q(arg(rp’rq )) (8)
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In the formula, arg(rp,rq) is the angle formed by the foreground ray rp
and the foreground ray rq.

In the ray emission model, for the point of interest P, the number of
foreground rays n and the maximum angle MA formed by the foreground rays
need to be within a certain range to be judged as a terminal point, as shown in
equation (9).

n
T <—<T,
PeTPRif{"' M °

MAS<T, g,

Among them, TP2 represents the peripheral point of the two-
dimensional neuron football motion image, and T+, T2, and T3 are all constant
values set based on experimental experience.

In order to obtain more abundant features, the multi-scale ray emission
model implements the ray emission model on L different scales {s*};_, of the
two-dimensional high curvature point p. The ray length of each model is N =
sk. The scale range is automatically determined by the local diameter of the
neuron d(p), as shown in equation (10).

{slzd(p),a’(p)>u

S1 :u,d(p)gu
gF = ¢k +n,k=1,..,L-1 (10)

Among them, u is set to prevent the scale from being too small, and n
is the step size. The multi-scale ray emission model is similar to the ray
emission model. It mainly extracts the two features of the number of
foreground rays and the maximum angle composed of foreground rays. The
number sequence and maximum angle sequence of foreground rays are
shown in equations (11) and (12) respectively.

B

{”k}izl (11)

F,={MA}, (12)

In the formula, n; and n; represent the number of foreground rays and
the maximum angle in scale s*, respectively. After that, this paper analyzes
the two characteristic sequences of F1 and F2 to judge the two-dimensional
terminal points. If the candidate point p is a terminal point, its feature
sequences F1 and F2 need to meet the following conditions:

The ray emission model is implemented on the scale s*, and . and r,

are used to represent the two rays in the maximum angle of the foreground
ray. Then, the number of rays i, in the two rays is as shown in equation (13).
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(13)

If the foreground ray is continuous, then i = n, otherwise, i > n If p is
a terminal point, the foreground ray should be continuous at every scale, that
is i, =ng, k=1,...,L—1. We substitute formula (13) into it to obtain formula
(14).

nk:H(nk—l) (14)
Since 0 is a constant, there is a linear relationship between n; and n;,
at the tip.

The maximum angle n, of the foreground ray in the scale s* should be
within a certain range, as shown in equation (15).

Among them, 7 is the angle threshold. Normally, because the smaller
scale may lead to the maximum angle of the foreground ray, there is no
specific requirement on the size of the maximum angle n;, of each foreground
ray in the scale s*. However, the minimum value of the maximum angle n; of
the foreground ray should be small enough to ensure the correctness of the
distal point.

In order to avoid other disturbances that have nothing to do with the
structure of neurons. Before generating the maximum intensity projection, we
first dig out a local cube B centered on the candidate point p of the three-
dimensional neuron terminal point. The pixels whose distance from the
candidate point p of the three-dimensional terminal point is greater than SI
cannot be acquired and analyzed by the multi-scale ray emission model.
Therefore, the side length h of the local cube B is as shown in equation (16).

h=2xs"+1 (16)

Normally, the local cube B centered on the candidate point of the three-
dimensional neuron terminal point generates two-dimensional maximum
intensity projections in the XY, YZ, and ZX planes, which are called Iy, Iy,
and Iy, respectively. According to TVP, two-dimensional peripheral points are
detected in these three planes respectively. If there are two-dimensional
peripheral points in two or more of the three planes generated with the
candidate point as the center, then the candidate point is judged to be a
neuron Three-dimensional tip point.

The segmentation repair model based on the Heather matrix is the last
step to repair the broken structure in the neuron segment. It mainly uses the
eigenvalues of the Heather matrix to judge each point in the local area, and
then completes the repair of the broken part in the neuron structure. In the
neuron breakpoint detection part, the local diameter of the neuron breakpoint
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has been calculated using the ray burst model and the direction of the neuron
segment has been detected. According to the location of the breakpoint #
and the local diameter d and the direction o, this paper establishes a
cylindrical area to analyze the information near the breakpoint. As shown in
Figure 10, it takes the break point p (yellow dot) as the center to generate a
circular plane with the diameter d (blue line segment) as the size and
perpendicular to the direction 6 (red arrow). The plane moves along the
direction C, thereby defining a cylindrical (gray) area with a length of L. The
direction of the generatrix of this cylinder is consistent with the direction 6 of
the neuron segment where the breakpoint is located. For each pixel in this
cylindrical structure, this paper analyzes its tubular feature value and judges
whether the pixel belongs to the foreground area.

Figure 10. Schematic diagram of repair based on Heather matrix analysis

The tubular eigenvalues are obtained by analyzing the eigenvalues of
the Heather matrix. For the pixel point in the cylindrical area formed by the
breakpoint p as the center, this paper assumes its position is (x,y,z), then the
grayscale intensity here is f(x,y,z), then Heather The matrix H is shown in
equation (17).

Jo Jo Je
H= L S [
fzx fzy fzz (17)

Among them, f. represents the mixed second derivative on i and j.

Because of f;, = fyx, fxz = fzx,» @nd f,, = f;,., the Heather matrix H is a
symmetric matrix. The three eigenvalues 4,, 1,, and 1; of the Heather matrix
H can be obtained by calculation. It is assumed that the relationship between
these three is shown in equation (18).

Al<alsldl g

If the position (X, y, z) is in the tubular structure, it should conform to
equation (19).

4= 0,|4| <[4, 4, = 4 (19)
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Because the neuron structure is stronger than the pixel intensity of the
background area, so 4, <0.4, <0.

Obviously, there needs to be a calculation rule to make the difference
of the sum as large as possible. Therefore, a magnitude function M (4, 1,, 13)
is defined as shown in equation (10).

M (Ao k) = (A=A 0

In the formula, q is set to 2 in the experiment. At the same time, the
likelihood function L(4,, 4,,13) is shown in equation (21).

(| -[A])

L(A A, ) =~
(444 ] -

Therefore, the output 0(21,12,/73) of the tubular eigenvalue is designed
as equation (22).

O( A2, 20) =M (40, 2y 2o )X L( 2320, 25)

When 1, < 0 and A; < 0, the size of the output 0(1,,1,, 43) is shown in
equation (23).

O(/Lalza/%): (|’12|_|ﬂ1|)

|A3| (23)

In other cases, 0 will be output. For the output tubular eigenvalues,
select the appropriate threshold s. If the tubular feature value output result
0(14,1,, A3) obtained at the position (x, y, z) is greater than the threshold ¢, it
is considered that the place should be a foreground pixel. Otherwise, it is
considered a background pixel.

4. Autonomous football exercise system based on convolutional neural
network

The chromosome is the expression of the team's strategy. A certain
segment on the chromosome represents the strategy of a certain player. The
combination of all such segments is enough to form the strategy of the entire
team. The coding of chromosomes is closely related to the way the court is
divided. According to the current state (offensive and defensive, whether to
hold the ball), the strategy of a certain division on the court is mapped to the
robot on the team chromosome to form a segment of the team chromosome,
and all such segments are combined to form the complete chromosome of the
team. The division method of the court and the division number of the right
team are shown in Figure 11.
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Figure 11. The way the court is zoned and the zone number of the team

Figure 12 shows the core process of strategy training. It should be
noted that there are two modes of strategy training, namely competition and
training mode. The game mode is just a game between two teams. According
to the single-loop organization of the game, the end of the current round is the
end of the single-loop game. The training mode is to train multiple teams (N =
2) in accordance with the basic convolutional neural network process. As long
as the training process is not interrupted, the training process will be carried
out automatically according to the above process.

Initialize the team
strategy and Trigger the
._' organize the games training / match
ina single cycle

Further play Organize the

before each next round of
game this cycle
Set the game
timer and wait e
forthe game i
timerto be

timeout

timeout

Figure 12. The core process of the strategy training algorithm
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ball robot robot on both according to 8 forward P forward
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END
Upd Return ball and e f.or Initialize the
p ate the record t“go tea_ms in
. ™ thestatusof [ —* formation of
for both parties attack and
both teams both teams
defense form

Figure 13. The process of step-by-step process of each game

5. Conclusion

With the development of computer technology, the theory and
application research of multi-agent systems in distributed artificial intelligence
has become a hot spot in artificial intelligence. The intelligent football exercise
system is a concentrated embodiment of artificial intelligence and robotics. Its
purpose is to promote the research of artificial intelligence and robotics,
through the universal platform of football, to evaluate various theories,
algorithms and the architecture of intelligent bodies. The cooperative control
and decision-making in the machine system can be used for the assisted
control of the unmanned combat platform group. In this paper, the
convolutional neural network is applied to the autonomous football exercise
system, the robot's action recognition and machine vision are studied, and the
autonomous football exercise system based on the convolutional neural
network is constructed, and its process is analyzed and simulated. The
research results show that the autonomous football exercise system based on
convolutional neural network proposed in this paper has a certain degree of
intelligence.
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